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Don’t let the machine (learning) tell you what to do.
Instead, use the Machine Learning Explorer to tell the algorithms what to do. Governments are looking to use machine learning to 
make decisions about citizens. But citizens have a right to know how those decisions are made, and to argue to change those 

processes. The Machine Learning Explorer makes that possible for decisions implemented by machine learning.

Inspect
how the machine learning works

Communicate
with other citizens and the authorities

Improve
the algorithmic decisions

But with the Machine Learning Explorer, you can

Download it at https://github.com/shresh02/explainable_ML_public_policy

Events in the World Government Decisions

Normally, public policy is publicly debated, and any agencies that implement policies post details of how they make those decisions. 
Similarly, when a judge makes a decision, she writes an opinion explaining how she made the decision so others can review it later.

Public Debates

When machine learning is used to make decisions, the training data is not released because it often contains sensitive information 
about citizens, and the details of the decision-making process are hidden.
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